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Multi=Organization Systems

2012: 44 million compromised recorels
20052008 (US): estimate 227 million records

Security Information and Event Management
Systems (SIEM)
U 85+ products on the market in 2012

Gather, analyze, and present security relevant
information collected from devices,
applications, and users

CloudComputing

Cloud providers
Cloud users

Firewall Log DS Event  Server Log
Switch Log Firowall Cfg. AV Alert
Switch Cfg. NAT Cfg. App Log
Router Cfg. Netflow VA Scanner

Airport infrastructure

Airlines
Airport management
Maintenance contractor



Tradeoff: Confidentialitys Detection

Events provide knowledge about:
network topology

network traffic

configurations

installed programs
vulnerable programs

user behaviors

services

critical machines

e
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Complete confidentiality Complete openness
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Only detection ofocal Detection ofglobal
security concerns ) > security concerns
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Monitoring Architecture

Cloud

. Provider
Service

Provider

Monitoring
server

Monitoring
server

Cloud
Provider

Private
Infrastructure

Multi -organization eventbased monitoring

A Built on top of current monitoring
architecture

A Each organization detect problems in its
infrastructure independently

Contributions

A Minimum information sharing / need
to-know in multiorganization systems

A Distributedlogic reasoning algorithm
for policy compliance

A Minimal sharing obtainable for simple
policies; reduces information
exposure for more complex policies



Policy¥based Approaches

NIST - |
Standards Council Efore bty s oo c‘;mology SR SRS SRS
U.S. Department of Commerce

a M @whibitdirect public accedsetween the Internet and any system
component in theardholder data environmefte

G c ®m U that syt components and software @mtected from
known vulnerabilitieby having the latest vendeupplied security patches
installed.Install critical security patches within one month of relgase

96% of victims subject to RDES had not achieved compliame&izon
Data Breach Investigation Report 2012]

[...] nearly every case that we have
its breach that could have been prevented if the control
requi rements had been properly imE)

]



Examples of Apﬁlic‘ation Domain

Maintenance contractorsa A airline

e.g., Maintenancerew and device must be located on
airport tarmac when accessing external access point of
aircraft

Cloud useia A Cloud provider

e.g.,criticalservicesshould not run on ahysical server
which is sendingialicious traffidrom one of its virtual
machines




Discrete Events

A e.g., configuration changes, failures, audit logs

A Hard tosummarize

A Currentanonymizatiortechniques focus on numeric data

Distributed architecture <@
A Cannot rely on a single entity to process information
A Confidentiality of records; liability reasons

A Multiple monitoring systems interacting without a single point of
aggregation




Statebased Repre"sentatiorﬁ)atalog

Monitoring Rule: A violation is detected if a critical service is running on a physical
host which is sending malicious traffic

L

VM instance inst; is running
-‘i a critical servijce fiapacheo

runsCriticalService(inst,, apache)

to physical server ps, instanceAssigned(inst,, ps,), badTraffic(ps,)

P

instanceAssigned(inst,, ps;) A violation,(inst,, apache)

Malicious traffic runsCriticalService(l, P),

detected from ps; _ _ _
e badTrafic(ps,) instanceAssigned(l, S), badTraffic(S).

J A violation,(l, P)

Correlation process is logic reasoning
I: VM instance
P: program 3
S: physical server




Event Agdregation

Event correlationprocess of analyzing events for detecting complex condition:

Cloud User Monitoring Cloud Prowder
2 Sefver T
i A network topology A vulnerable
A network traffic programs
A configurations ¢s===%) user behaviors
A installed programs A services

A critical machines

T A é ?

runsCriticalService badTraffic(ps,) instanceAssigned
(inst,, apache), PS1 (inst,, ps,)

Needto-know set:information needed for inferring the presence of a violation

Observation:If no violation, no needo share actual
events




Minimal Sharing Example

Locality. classifying events into local and remote

Cloud
violation,(inst,, apache) Provider
instanceAssigned(inst,,
Local ) L
e ocal Infrastructure state
Cloud badTraficC

State

T instanceAssigned badTraffic(ps,)

runsCriticalService (insty, ps;)
(inst,, apache),

User

violation,(l, P)  YunsCriticalService(l, P), instanceAssigned(!, S), badTraffic(S).

| )
|

external for cloud users

I: VM instance
P: program 10

S: physical server
D




Minimal Sharing Example (1)

Conditional Sharingevents shared only if match found on the other side

Cloud
Provider

instanc ed(inst,,
Local
Local Infrastructure state

Infrastructure mm
Cloud

state
User
instanceAssigned badTraffic(ps,)
(inst,, ps,)

violation,(l, P)  YunsCriticalService(l, P), instanceAssigned(!, S), badTraffic(S).

| )
i

external for cloud users

I: VM instance
P: program 11

S: physical server
- ]




i
Resourcebased Overview

Resourceunique names for entities in the system. e.g., hosts, users, programs

Private A instance0 Cloud
instancel Provider

instance0
instance3
PS;

instance?2 )
instance3

/\

Private B

violation(inst0, p)  YhstAssigned(inst0, ps,), badTraffic(ps,).

Resourcedata completeness
If a monitoring server receives all events regarding a particular resourgkes
which body include all events containingan be processed locally .




Intuition; Resourceased Rewrite

Complex policies rewritten to correlate events aboudiagle resourcet each step

violation (inst,, p) & runsCritService (inst,, p), | instAssigned(insty, ps;), badTraffic(ps,) .

violation(inst,, p) a \/ partial(inst,) a

runsCritService (inst,, p), instAssigned (inst,, ps,),
partial(insty). badTraffic(ps,)

13




Distributed Correlation

violation(l, P) a |
.__runsCritService (I, P),.partial(l), _____:
partial(l) a

instAssigned(l, S), badTraffic(S) violation(l, P) &

runsCritService (I, P), partial(l).

S S S

Insty,inst, inst, - partial(ly a

/E\
partial(inst,)
runsCritService PS;,PS,
(inStO’ p)
A ",
instAssigned badTraffic(ps,)

(inst,, ps,),
INst;,inst,
Process locally, send to the next

monitoring system
14




Distributed Correlation

violation(l, P) a
runsCritService (I, P), partial(l).

S S S

Insty,inst, inst, - partial(ly a

partial(inst,)
I PS1,PS,
' violation(l, P) & R .
. runsCiritService (I, P), partial(l). | »
Sra i ) rireecssssssscsssssnscoscosssscomnssssd | \
instAssigned(l, S), badTraffic(S) instAssigned badTraffic(ps,)
(inst,, ps.,),
runsCritService - -
(inst,. p) > Inst;,inst,

15




Distributed Correlation

pS,, INSt,

/ rl’rz rl’ inStz, inStg

PS1PS
Insty,inst, inst,

-

Servers interact only if managing

INSts,INSY, resources involved indolation

Local detection of albcal violations
16




Resourceédased ProcessirgNaming

Multiple monitoringservers within each domain
A Distributing load / information across multiple servers
orgB

orgA

P

Insty,inst, inst,

INSt;,inst,

Ll \
] -
-~
L]
L]

\

H(r,).mon.orgB.com

DNS

DNSbased naming system to specify managesburces

17



Event Correlation Trees

violation(l, P) a runCritService(l, P), instAssigned(l, S), badTraffic(S) .

P Q._~

S

I: VM instance
P: program
S: physical server

—_—

runCritService(l,P)
instAssigned(l, S)

badTraffic(S)

violation (I,P)a
| runCritService(l, P),
partial(l).

partial(l) a
instAssigned(l, S)
badTraffic(S)

runCritService(l,P)

badTraffic(S) instAssigned(l, S)

-

18



Problem: Wilateral Sharing

violation(l, P) a _ 5
runsCritService (I, P), partial(l). partial(l) a
instAssigned(l, S), badTraffic(S)

Org A < Org B

partial(inst,)
A A

instAssigned ~ badTraffic(ps,)
(insty, ps,),

When a rule is satisfied on a monitoring server, the resulting event is shared
unilaterely without checking if it is relevant to a violation

Conditional Sharing
An event is shared only if there is a matching event on the remote server

19




Secure T W{Part)) Computation

Conditional Sharing
r=sharing if eventa,bmatch the policy ﬁ
A Event a known only by org A

A Event b known only by org B

Determine if the two events match without revealing them to
the other party

Garbled Circuits [Yao, 1986; Huang, 2012]

A Fast secure twgarty computation runsCritService o
(inst,, p) partial(inst,)
1. Encode each resourdamased rule as a | |
combinatorial circuit
2. Event parameters as input from each organization
3. Ifresultis true, the event is shared
A If not, almost no information is leaked 0/1
4. Repeat for each couple of private events

20




. 3 :
Eventbased Representation

Alternative (more powerful) representation of policies and events
- Temporal conditions (e.g., before, precedes, overlaps)

violation(l, P)  YunsCritService (I, P), partial(l,S)
critical operationoverlapsa component failure

violation( I , P) Y
malicious traffic detecteduring execution of E1 type runsCiriticalService
vulnerable software E1l instance |

E1 program P
partial(l, S); E1 during E2

Condition Description
precedes Xt<y
meets xt==y par t i a linstdnce8ssign&d(l, S), badTraffic(S).
overlaps X<y <t Xt <y* partial( I , P) Y
: E2 type instanceAssigned
during X2y X<y E2 instance |
starts X ==y X" <y E2 server S
. _ E3 type badTraffic
finishes X=Xy E3 server S; E3 during E2

21




Creating the Circuit

Create a circuit for each resourbased rule

The circuit encodes the conditions in the rule

Condition Description
equality Els==E2s
lessthan El.s<E2s
precedes Xr<y

meets Xt==y
overlaps X~ <y <Xt X+ <y*
during X~ >y, XE <y
starts X~ ==y, X" <yt
finishes Xt =3yt X >y

Equality
(XOR)

PS, ps; ts; ts, te; te,

partial( 1 , P) Y
E2 type instanceAssigned
E2 instance |

________________________

22




Multi-event Matching Protocol

violation(l, P)  YunsCriticalService (I, P), partial(l,S)
R

partial(inst0,s1) —>) runsCriticalService (instn, p2)

OrgB é

Event CriticalService (inst1, p1)
g runscriticaloervice (INsti,
List g

runsCiriticalService (inst0, p1)

—

ﬂ

partial(instO, s}, runsCriticalServicénstn, pl) no match
parallel

partial(inst0, s1)runsCriticalServicénstl, p1) no match 3 computation
partial(inst0, s1)runsCiriticalServicénstO, p1) match found

Information is shared only if there is a match of the policy
For two-event policies, this e minimal needto-know

23




Distributed Algorithm: Rewrite

violation(l, P) a

_ ) par t i a lintdnceSssign&d(l, S), badTraffic(S).
runsCritService (I, P), o . N _ _
instAssigned(l, S) violation(l, P)  YunsCriticalService (I, P), partial(l,S)
badTraffic(S)

Naming
Private A ist0
instl
inst2
Private B inst3 .
InstO
inst3
PS;
Cloud
Provider

24




DistributedAlgorithm:*"Naming Resolution

violation(l, P) a par t i a lintdnceSssign&d(l, S), badTraffic(S).
runsCritService (I, P), o

instAssigned(l, S) violation(l, P)
badTraffic(S)

runsCriticalService (inst0, pl),

Private A insto
instl

inst2

Private B inst3

YunscCriticalService (I, P), partial(l,S)

Naming

jr H(nst0)?

partial(nst0)
instO
inst3
PS
Cloud
Provider

25




Distributed Algorithm

violation(l, P) a

_ ) par t i a lintdnceSssign&d(l, S), badTraffic(S).
runsCritService (I, P), )

instAssigned(l, S) violation(l, P) YunsCiriticalService (I, P), partial(l,S)
badTraffic(S)

runsCriticalService (inst0, pl),

Private A insto

|nst1

inst2
Private B inst3

Naming
A
partial(nst0)
partlal( nst0) ‘A

inst0

inst3

PS,
Cloud
Provider

26




Evaluation

Quantitative measuresShared events; Event throughput
Qualitative evaluation of other information leaks

Experimental Setup
A Evaluated on a system running ot2Q servers

A Parameters of event datasets generated to analyze specific behaviors of
the system

I Evaluation not specific to a single application domain

A Garbled circuit implementation from Huang, Evans, Katz (NDSS 2012)
I Improvements for parallel computation

27




Event Shared

Complex policies

A Approach optimal for 2 event policies, more complex policies require
sharing intermediate data

0,6

ey clear txt, 2 event rule @=min, 2 event rule e=@mmencr, 2 event rule

| e=ssmsmin, 4 event rule encr, 4 event rule
0,5 M

%)

o

n

£ 04

g

8

503 T -
n

E L
°

o

02

]

0.1 P
0 7

0,25 0,35 0,45 0,55 0,65 0,75 0,85 0,95
% matching
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Resource Distribution

sent msgs / total msgs

ex@Clear txt, 2 event s=¢ssencr, 2 event rule =@=min, 4 event rule encr, 4 event rule

0,1 0,2 0,3 04 0,5 0,6 0,7 0,8 0,9

distribution

Fraction of resources allocated to a monitoring server. 2 servers 29




Information Leaks

Naming system

A Requests for resolution reveals that an organization has control of a
resource
I Short hash of resources reduces the information leaked

I Potential of conflicts hides information about specific resources

Requests

A Thepresence of a request might imply the presence of a local sequence o
events matching th@olicy

I Add random requests

Number of events
A Repeating the process multiple times reveals the number of matching
events

T Add unmatchable events to hide the real event count
30




Performance Evaluation of GC

PerformanceDelayin the processing of an event as a function of the level of
concurrency in theserver

A Executed within and across geographical regionsass, uswest)

500 -
450 -

==AFTER us-east
DURING us-east

«=AFTER us-east <-> us-west

=>=DURING us-east <-> us-west

0 50 100 150 200 250 300 350 400 450 500
parallel matchings

31




h n
" Conclusions

A Policybased approaches are applied widely in industry
A Goal:Extend approaches to multirganization systems

Contributions

A Distributed reasoning algorithm for detecting violations when information
IS spread across multiple organizations

A Application of secure twgarty computation to event correlation to reduce
Information sharing to minimum neetb-know for simple policies

A Evaluated the approach in multiple conditions

I Significant reduction of information sharing; acceptable performance for
configuration monitoring

Future Work
A Optimize policyrewrite to reduce sharing in complex policies

A Allow multiple level of confidentiality in information, and reduce sharing of
critical data
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